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Abstract

This paper uses machine learning and image processing methods to study the
automatic counting method for round round bars. This article also details the construction
data set, bar classifier and bar counting method in this design. .

In this paper, when constructing a data set, the bundled bar graph is first subjected to
Gaussian and normalized image preprocessing. The center image of the bar end surface is
used as a positive sample, and the image with a certain distance from the center point of the
bar end surface is used as a negative sample. , Write a Python program to collect samples,
and use the collected samples as the data set of the bar classifier. In the design process of
the bar classifier, the Lenet-5 model in the convolutional neural network is used as a
classifier to identify the center of the end surface of the bar. The classifier performs two
classifications on the input image, one is the bar and the other It is a non-bar; by training the
Lenet-5 model, a checkpoint model is generated for bar counting. When counting bars, the
sliding window is used to sample the test image, and the samples collected by the sliding
window are sent to the checkpoint model, and the results fed back by the model are
recorded; the bundled bar graph is sent to the convolutional nerve When the network
classifier, write a program to generate a picture that is the same as the horizontal length and
vertical length of the test chart to mark the results of the model feedback. After traversing
the side view through the sliding window, it will be generated on the marker map Marking,
through the morphological operation of the image, these marker points form a connected
area, and the number of rods is obtained by counting the connected area.

In this study, a total of 169,713 samples were used to train the classifier. When
training the bar classifier, 100% accuracy was obtained, and when testing the performance
of the classifier, 99% accuracy was obtained. Finally, 100 bar pictures were counted and
tested, the accuracy rate was about 80%, and the model error was small. After further

improvement, it may be applied to the bar counting problem.
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